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• Context-aware privacy, e.g.,

(
Information-theoretic privacy

Generative adversarial privacy (GAP)

) Having data X and private attribute S

• A natural step in designing a privacy mechanism ) discovering information-leaking samples and features

• Private attributes s 2 S, samples x 2 X , features xj 2 X

the information density

(
i(s;x) , log PS,X(s,x)

PS(s)PX(x) ) information-leaking score of samples

i(s;xj) , log PS,X(s,xj)
PS(s)PX(xj) ) information-leaking score of features
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• Thresholded Information Density Estimator (TIDE)

– Donsker-Varadhan (DV) representation of KL Divergence
D(PS,XkPSPX) = supg:S⇥X!R EPS,X [g(S,X)]� logEPSPX [eg(S,X)] ) g⇤(s, x) = i(s;x)

– Restricted g to G(⇥): continuous functions g✓

(
Bounded by M

Parameterized by ✓ in a compact domain ⇥ ⇢ Rd

– TIDE: ĝn(s, x) = argmaxg✓2G(⇥) EPSn,Xn
[g✓(S,X)]� logEPSnPXn

[eg✓(S,X)]

• Experiments
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