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Abstract —In a heterogeneous cloud radio access network (H-CRAN), which consists of multiple access points (APs) providing smaller
coverage and a high power node (HPN) providing ubiquitous coverage, mobile machines can connect to multiple APs and a HPN by
coordinated multi-point transmission (CoMP) concurrently to achieve ultra-reliable and low-latency communication. However, the
current network association (or priorly known as handovers), which only focuses on switching between two base stations, may not be
an efficient scheme in the H-CRAN. In this paper, we innovate a proactive network association mechanism by taking CoMP into
consideration under the H-CRAN architecture. We consider two scenarios under the H-CRAN architecture: with and without the
assistance of the HPN in the network. By regarding APs/HPN in the H-CRAN as resources that allocated to mobile machines, a novel
proactive network association concept is proposed, and then generalized from one-to-one to multiple-to-multiple case. With the
assistance of Lyapunov optimization theory, effective bandwidth and capacity theory, we can prove that this proactive network
association scheme can guarantee that the queueing delay performance and the delay violation probability can be both smaller than a
corresponding upper bound. That is, both low-latency and ultra-reliable communication can be guaranteed. We also conduct
experiments by using real trace from taxis movement data to verify the analytical results. Out results suggest the guidelines to design
the proactive network association scheme in a H-CRAN.

Index Terms —Network association, Cloud radio access network, CoMP, Robotic communication, Autonomous vehicles,
Machine-to-Machine communication, Vertical handover, Internet of Things, Ultra-reliable and low-latency communication
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1 INTRODUCTION and low-latency communication among the vehicles and associ-

The development of autonomous driving or robots has attracted ed vehicular and mobile networks. The safety-related messages

terest due to its potential of improving traffic safety, efficiency, and" reliable ITS demand strict networking requirements. Accorad-
information dissemination. Most autonomous vehicles (Agg), Ing to [3], the delay performance of safety_-related Messages
Google Car [1], have been developed based on a perception ’%hsquld be no more t“?‘f’_‘o ~_100ms. I_:or massive operanq of
tem, including various on-board sensors and machine intellige fonomous vehlclgs, itis widely bglleved that a further strllngent
to maneuver along the streets with other vehicles. Neverthele%gg'to'e.nd latency in the order tris is necessary [4]. To achieve
the intelligence of individual AV can be further enhanced by thléltrg-rellable and low-latency communication in ITS, there are tW.O
networking and computing infrastructures of the entire intelligetrlrfajor technology challlen.ges to overcome: (1) Spectrum scarcity
transportation systems (ITS). Due to the limitations of on-boaﬂfd (2) Network association of low delay guarantees.
perception sensors, driving safety and efficiency in holistic scope
of ITS heavily rely on the reliable and low-latency wireless
networking toward success control information exchanges [2].
Upcoming intelligent mobile machines (IMMs) including au-
tonomous and smart vehicles, unmanned aerial vehicles, robots,
etc, are expected to reach the amount similar to smart phones. With
supporting sensor and information infrastructures, current wireless
networking technology cannot support the traffic volume and
corresponding performance requirements, particularly networking
delay. Furthermore, the safety of ITS highly relies on ultra-reliable

o Spectrum scarcity: From GSM/GPSR, UMTS to
LTE/LTE-A, data transmission rate has been enhanced to
a million fold solely by connecting to a powerful widely
base stations (BSs). With the development of physical
layer technology such as MIMO, beamforming, it seems
like that transmission rate has almost approached Shannon
bound and cannot be improved largely [5]. To solve
this challenge by small-cell ultra-dense networking, the
architecture of heterogeneous cloud radio access network
(H-CRAN) was proposed as shown in Fig. 1. In general,
there are two major tiers of networks under H-CRAN
archiecture. The first tier is composed of high power node
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example, the signaling overhead due to synchronization among
APs in the same virtual cell might become terrible burdens to
| }Bmm meet the delay requirements [10]. On the other hand, connecting
with all the available APs may incur unfairness issue. Consider
that an IMM occupies all the available APs, a later coming IMM
Fronthual suffering from deep fading or severe interference may not obtain
Ao edsschittiony © e enough APs. The delay performance thus cannot be guaranteed.
LD and AP @4{1/(\5‘ [3 As a result, the number of utilized APs should also be optimized.
thevirualgéll 4T S /Distiitued The goal of this paper is to design a delay-aware “vehicle’-
centric approach to fully utilize the advantages of CoMP and
@ @ @ - simultaneously prevent the resulting control signal overheads to
ool echines hurt the delay performance, such that ultra-low latency end-
Fig. 1: H-CRAN based air interface architecture. to-end wireless networking can be realized. A novel proactive
network association mechanism is proposed to enable effective
radio resource utilization by taking fairness and control signal
overheads into consideration. We focus on guaranteeing the delay
performance with only “enough” utilization number of APs and
thus the control signal overheads can be minimized. In addition,
comparing with the network association in a conventional one-tier
network consisting of only BSs, network association in H-CRAN
with two-tier architecture becomes more complicated. The IMMs
might coordinate with the multiple APs (known as the horizontal
network association) or connect to the HPN (known as vertical
network association) and the APs concurrently. The transmission
quality of the IMMs is highly relative to the number of APs
being connected to and whether the IMMs have a connection
(b) to the HPN or not. Therefore, the network associations in H-
RAN become a process of allocation involved the distributed
s and HPN. In other words, we can regard these distributed APs
and HPN as the limited cherish resource in H-CRAN and IMMs
can proactively access such “resources” to improve their delay

in H-CRAN architecture suffers from frequent networ erformance. Different from conventional approach, switching

association (also known as user association or handov fgm one BS 1o another_ B_S (one-to-one scenarlo)_, the propqsed
As shown in Fig. 2, conventional network associationgfoactive network association thus becomes a multiple-to-multiple

only happen at the edge of a BS coverage. However, un ggnarlo,|.e., IMMs switch from a set of APs to another set of

. - S.
the H-CRAN architecture, there are many distributed A . . L. . .
and each of them has a smaller servicg region than the We discuss two different scenarios in H-CRAN: with and with-

coverage of a conventional BS. The edge of the networ%'fwthe aSS|sttance OftththT_:\;;'\:n th de sclena?o W't{;]ou(tj_HtP,'k\)l'tthf
are any-where. Under this scenario, to prevent from { S cannot access fo the and only rely on the distribute

network being occupied by control signals, it is necessaf’o‘ s. The goal is to design a proactive network association scheme
to coordinate the small cell networks to ’execute a ne at can minimize the number of the utilized APs by the IMMs but

handover scheme [7]. Therefore, the conceptiofual simultaneously guaranteg the delay 'requiremen’.[s. It is not only
cell is proposed to solve this problem. It is achieved bgr decrease the complexity of decoding CoMP signal but also tq
connecting all distributed APs (or called remote radi ecrease the burden on the backhau_l r_letwork [11]. In the scenario
head) and HPN with the Baseband Units (BBUSs) to crea ith HPN, an IMM can make a de<_:|3|on wh_ether to (_:_onn_ect to
a large cell virtually, and all the radio resources in thi PN for t?e_tte_r service or not. In th'$ scenario, the l_Jt|I|zat|on of
PN is minimized under the constraint of guaranteeing the delay

“large” cell is scheduled and allocated by utilizing th . . . o . .
cloud computing technology [8]. In this case, the differenQerformance. The first reason is to avoid additional information

APs are transparent to the IMMs. The number of netWor?(changes like authentication, which may further hurt the delay
associations is successfully reduéed performance. Another reason is for keeping the infrastructures

for emergency accident. Due to being able to provide ubiquitous
In order to fully take advantage of the distributed APs, caservice, HPNs should be reserved to those IMMs suffering from
ordinated multi-point transmission (CoMP) has been considersérious delay or emergencies like, car crash. Therefore, the design
as an important technique in H-CRAN [9] within virtual cell. Ingoal is to treat HPN as a supplementary infrastructure by mini-
this case, all the distributed APs behave as the remote antenmaigjng utilization to achieve the delay guarantees.
and are allowable to service one IMM simultaneously. The data With the high speed mobility, the number of available APs
collected from these remote antennas can be processed at BBtlan IMM changes faster than the conventional user equipments
in a centralized way. It is intuitive for the IMMs to build moreexperiences. The conventional static optimization approach thus
connections to the APs or the HPN to pursue much better transnssffers from the out-of-date information and the performance
sion performance. However, the more connections with the ARsinnot be optimized. Therefore, two time-dynamic optimization
the larger number of signalling overheads might be incurred. Foroblems are formulated for two different scenarios to solve the

Handover Region

Fig. 2: a) The conventional handover in a homogeneous netwoA
b) Frequent handover in the heterogeneous networks.
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proactive network association in H-CRAN. The algorithms arenused capacity, an auction-based mechanism is proposed to
also proposed to solve the corresponding dynamic optimizatiencourage non-busy WiFis to release the resource and decrease
problems in the corresponding scenario. With the assistancetloé burden of HPN in [20].
Lyapunov optimization theory, we can analyze the delay perfor-
mance of the proposed algorithm. The proposed algorithm can a86  comp Clustering
be proved to approach the best-tradeoff solution for the propo . .
prov ) appre prop ﬁ?ﬂjs known of advantages to utilize CoMP in the heterogeneous
dynamic optimization problem. )
X . . networks. However, the success of CoMP relies on the coor-
The rest of the paper is organized as follows: The reIate(:ﬁ ) . - o
ination between all small APs including the synchronization

works are in Section 2. Section 3 describes the details of Q|u§ue [21], exchanges of channel state information [22], and

model. In Section 4, we formulate the dynamic optimization for~ " . . . e
X y P dditional signal processing for interference mitigation [28§,

the proactive network association without the help of vertic% . .
onsequently, in order to reduce these overhead, a question called

association. The dynamic optimization for vertical association MP clustering arise: how small a CoMP can be but sill provide
described in Section 5. The delay violation probability is analyz . ng ) . P .
e major portion of the potential CoMP performance. User-centric

T st Jue e o e o0 rcach s considre n 24,25, wher th clusiring of e
results of the proposed algorithm are provided in Section 8. OMP is d_ynamlc according to the_ USErs. In [26], the user-centric
approach is also proposed to maximize the average throughput of
the network. Different from previous two, the limitation of the
2 LITERATURE REVIEWS backhaul networks is considered. In [27], based on coalition game
In this section, we first revisit the literatures about data offloadiriheory, a distributed clustering algorithm is proposed. The cluster
in heterogeneous networks and CoMP clustering to reveal aire can automatically increase to the predefined cluster size and
unique contribution. Intuitively, the device makes a network asptimize the performance.
sociation decision according to the radio link qualitg,, received The previous works about data offloading assume that the
signal strength (RSS) or signal-to-interference-plus-noise (SINRYIMs can be served by only one HPN or AP. The IMMs are lim-
Actually, this approach is also commonly used in the handoviéed to switch from one HPN to another one. With the development
scheme of the traditional homogeneous networks [12]. Howevef, COMP, the IMMs can connect to multiple APs simultaneously
with the amount of the IMMs increasing, solely selecting thend a new network association should be developed. On the other
network with the best link may not be a suitable strategy. For elkand, for the previous work about CoMP clustering, they focus on
ample, [13] points out that the users’ quality of experiences (QoHE)e optimize the performance with minimizing the size of CoMP
depends not solely on the SINR but also the other competitors argiwork in the same tier. However, there still lacks method of

the corresponding allocated resource. CoMP clustering with assistance from HPN in a heterogeneous
network. In this work, we tackle the network association from
2.1 Data Offloading the viewpoint of minimizing the number of the utilized AR,

To increase the performance of the whole systems, we can s l]f\}% size of CoMP. With vertical network association, a HPN can
! Pe regarded as an auxiliary tool. An IMM offloads data to a HPN

the network association from the viewpoints of loading balancin hen APs cannot satisfy service requirements. By this manner, we
between different tiers of heterogeneous networks. That is, the q - BY '

. ) ve more control signals to coordinate multiple APs to operate
users can be associated to multiple networks to decrease jT.flaweMP d the del be further i d
loading of HPNs and fully utilize the unused resource in the sma oM™ and the defay can be further improved.
. . - We summarize our contribution as follows.

cells, andvice versa. Generally speaking, the current studies on
data offloading focus on optimizing the system performance by a « A proactive horizontal network association is proposed to
centralized [14]-[17] or a distributed [18]-[20] approach. minimize the control signal cost of CoMP.

In [14], the load balancing scheme is designed based on the. A proactive vertical network association is proposed to
long-term throughput of users to find the best associations between  fully integrate the APs and HPN networks.
HPNs and users. To decrease the network-wide average packet The proposed approach can only utilize “enough” APs or
delay, the user association and corresponding resource allocation HPN to achieve the delay performance requirements.
scheme are designed based on experiencing packet delay in [15].
In [16], the mobility r_n_odel is taken into (_:onS|derat|on. Baseg SYSTEM MODEL
on the proposed mobility model, a Markovian-based approach s
proposed to do data offloading. Energy consumption and netwoid  The Cost of Network Connection
capacity are further improved. Data offloading gain in terms @&s mentioned before, the control signal overheads have a great im-
delay performance is analyzed in [17]. In this works, the WiRpact on the delay performance. Therefore, it is necessary to know
networks are regarded as the small cell networks utilizing thlee time costs of horizontal and vertical associations carefully. We
orthogonal radio resource to the HPN. Wifi networks are consigdrovide a brief discussion about what kind of time cost is needed
ered as small cell networks utilizing orthogonal radio resourcesitothe following respectively. We refer to [28], [29] for the details
HPN. For distributed approaches, game theory is a popular tooltomerical values of these time costs.
design a distributed strategy among different players (networks). During the process of a horizontal network association, the
In [18], a data offloading scheme based on the Stackelberg gaimléowing steps are required. First, it takes sensing detiyX
and the corresponding efficient algorithm to find the best strategyidentify the available APs in its transmission region. Then, an
are proposed. To measure the fairness between different netwdii spends additional time to inform the core network about
layers, a coalitional game is formed to encourage the cooperatits connection requirementdi'mw' ). Subsequently, BBUs pool

orm
between different layer networks in [19]. To fully utilize thedetermines one or multiple appropriate APs to allocate a channel
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TABLE 1: Glossary of Notations. . Intelligent
_ - éHPN AP G i
Notation chrlptlon @= em) Vertical Association Link
J Number of independent channels shared by APs. = = = =p Horizontal Association Link
A Distribution density of IMMs. BBUs
Aap Distribution density of APs. :
Py Transmission power of IMMSs.

Velocity of IMMs.
Non-outageSI N R threshold.
Path-loss exponent.
Distance between an IMM and an AP.
Radius of the transmission region of IMMs and APs.
Channel fading of an IMM in thgth channel.
xj Channel fading of theth IMMs as an interference
source injth channel.
p Non-outage probability of each channel.
P, Probability of the AP being available for the
arrival IMMs. ~
P,; Delay violation probability.
aa(t) In the scenario with vertical handover, (¢) refers to Fig. 3: lllustration of the network system architecture.
the data go through APs.
P.rhoose  Probability that an AP is selected by an IMM.
Pav séggzggt.y that not all/ channels of an AP are Therefore, it is necessary to design a new association scheme to

N(1) Number of available APs at time slot decrease the utilization rate wdrtical association.

QO® ™R D=

3.2 Network Model

to the IMM (dggy). If this allocated channel is the same W|thAS shown in Fig. 3, the H-CRAN is composed of IMMs, a HPN,

current one used by the IMM, the IMM just transmits datgmaIIAPs and BBUs. The BBUs pool in the H-CRAN is in charge

as previously. There is no further control information exchanqﬁ collecting information and do the signal processing [9]. There

needed beMeen the IMM and the core network. The resultnage two possible paths in the air for the IMMs connecting to
total delay is the network infrastructure. The first one is to build horizontal
connections with the AP networks. We assume that there are
However, if the same channel in the newly designated AP has bekdifferent channels shared by the AP networks. Each AP (or
allocated, this AP can immediately allocate the other channelA#ultiple APs with CoMP technique) can allocate one of the
the IMM. In such case, the network needs to spend additional tirdleannels to the IMMs in its service region. The IMMs can connect
to inform the IMM which channel is allocated tal feotrm)_ Then, to the network with one or multiple APs through one of these
the IMM switches to the newly designated channel and resurdechannels. The second one is a vertical connection with the
the transmission after synchronization with multiple ARsg,{) HPN network. Here, we assume that the channel of horizontal and

chan _ IMM
Dsame= Usen+ CIinform +dggu-

for CoMP. Then the resulting total delay is vertical air interface are orthogonal thus no cross-tier interference
chan MM Net between the HPN and the APs networks.

Dyt = sent Ginform + d8BU + Giform + Asyn: To consider a general case, we take advantage of random

Becausedi';]‘f%‘rm and dsyn are two additional delays, to speed UF;’nodeling for the IMMs and the APs via the Poisson point process

association for low delay, it is better for the whole network t6P°PP) model. The spatial distribution of the IMMs follows a PPP
operate horizontal associations in the same channel as long"4§ density 1), and its transmission power is denoted Rs
possible. Therefore, it is reasonable to assume that the netwofiééhout loss of generality, we assume that each IMM is moving
always manage the horizontal association in the same channel@long the straight line with a velocity(meters/s) and different

An IMM can proceed vertical network association with 4lirection randomly during the need of network association or
HPN. The vertical association involves further more complicatdttndover. The spatial distribution of the APs also follows PPP
procedures between the IMM and the network. These additiofdfh density1.,. The IMMs can build the connections with the
procedures includes: (1) the sensing delay to find the existing HA'S Within a radiusR through one or multiple 0§ channels. We
(d¥e) (2) the IMM informs the core network the requirements ofSSume that the packet can be transmitted successfully #l Re
building a vertical connectiordf$’ ) (3) the processing time in value, the signal-to-interferenceratio in thih channel, is larger
the BBU to coordinate the unoccupied channelgpf) of the thand. Then the non-outage probabilify; in the jth channel is
HPN (4) the time to inform the IMM about the allocated channélefined as
(dNet 1y (5) the synchronization time between the IMM and the p; =P(SIR; > 0). 1)

inform

HPN and APs dgyr). Therefore, the total delaiyer is The signal-to-interference rat®l R; in the jth channel is

Dver = dggrq+ di\:ﬁ(r)rm +dupn + diﬁfeotrm + dg)%' SIR: £ I:)OG‘J' R @)
A
On the other hand, due to the limited number of channels in a lj

HPN, the BBUs may terminate the vertical connection with awherel; is denoted as the total interference in fitle channelo
IMM. This termination also introduces additional control signalis the coefficient of path loss subject to environment, @nds the

to the network. To minimize the utilization rate of a HPN, it ischannel fading following exponential distribution with unit mean.
not only the reason that these additional delay caused by vertieire, we ignore the effect of white noise due to strong interference
association but also these additional exchanges of control sign&ism other IMMSs.
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The interferencd; comes from the other IMMs also utilizing queue can be regarded adve/G/J/J queue.J/J comes from
the jth channel. Here, we assume that all the APs randontlye fact that each o8 channels can serve only one IMM. The
allocate a channel to each IMM. Therefore, the point process s#rvice time of an IMM is a duration of staying in the transmission
the IMMs in thejth channels, denoted dy, is another PPP. Then, region of the AP. The expected service time% as shown

the interference in th¢th channel can be expressed as in Appendix B. The arrival rate of this queue is a rate that the
3 o IMM enters into the transmission region of the AP. It can be
lj = Z}; PoGaj R ®) expressed aBRv Ay Por00se @S Shown in Appendix B. The reason
X€ j

of Poroose 1S that the IMM may have multiple connectible APs

where G,; is the channel fading from thgth IMM in the jth simultaneously. We assume that the IMM randomly selects one of

channel. the connectible APs to establish a connection IRk, ,s. can be
Here, we assume that all the IMMs choose the APs randomfyirther expressed as

We also assume that, after an IMM connects to a set of APs, the S 1

BBUs pool or AP itself will allocates one channel to the IMM P.hoose = anzk P (6)

randomly. Therefore, the IMM'’s distribution density in théh k=1

channel is1; = 2),/J. Then the non-outage probabilip; of the wherep, is the probability that there atle APs in its transmis-

transmission link injth channel can be further expressed as [30kion region of the IMM. It can be expressed as

p;(d)=F(SIR; > 6) Puct = P(k possible APK > 1)
_5, [p(c; > - e R, nRE [ et R (1, nRE (7)
T R @ - n TR
= exp _/I_Mgz/a 227# and + in (6) comes from that the IMM randomly selects one AP
J asinQr/a) |’ I3

amongk connectible APs to establish a connection link.
where d is the distance between the IMM and AP. Due to To derive the probability of an AP being availables., not
the assumption that the IMMs choose the APs within radius all the J channels are occupied by the IMMs, we need to know
randomly, the distance between an IMM and an AR also a the probability distribution of the number of occupied server in
random variable with the distribution~ 2r /R*. The non-outage the M/G/J/J queue. According to queueing theory, it can be
probability p; can be further expressed as described byErlang B formula [32]. We denote the probability of

p = Eq(p;(d) the AP being available &8,,, then it can be expressed as

R r P., = P(not all server being occupigd
:[:() pj(r)ﬁdr (5) 1 pJ/J‘ (8)
_ l-exp(—£R?) Zf:()p’/j!
¢R ’ wherep = 1R Ay Penoose is the utilization factor of a queue. Here,

2 . .
whereg = 4z g2/a <2§ ,which is actually the average numberVe need to npte thaf[ it is an upper bound of the real probab|!|ty
> asinn/a)’ ... of the APs being available because the IMMs may access multiple
of available APs. We can find that the non-outage probability i . . .
Ps at the same time, which results in larg®y,,.s. and thus

the same in each channel. Therefore, non-outage probability” In
) . . smallerP,,,.
every channel is denoted psi.e,, p; = p,Vj € J.

3.3.2 Probability Distribution of Available APs for IMMs
3.3 Queue Model for Device Mobility In this subsection, we will derive the probability distribution of

Under the H-CRAN architecture with CoMP technique, datd'® number of available APs from the viewpoint of an IMM. We
service rate of the IMMs depends on the available APs in t€note the number of available APs within the radiusentered at
transmission region. The BBUs can allocate the available APstf§ IMM asN(t). Due to high mobilityN(t) is a random variable
the IMMs and thus control the data service rate. To describe tRkeach time slot. The update rule o (t) can be expressed as
solution space of the proposed dynamic optimization and analyze N(t + 1) = max[N(t) — N;(t), 0] + N (1), 9)
the performance of the proposed scheme in the later section, H
is necessary to find the probability distribution of the availabl\t%']

APs around the IMMs. By the stationary characteristics of 3 ssical form of a dynamic queue. Because there is no restriction
homogeneous PPP, the statistics measured by a typical IMM o y 4 — L ;
on N(t), the number of available APs in the transmission region

the origin is representative of all the others [31]. In the followin . -
we consider a typical AP and IMM to represent all the others%?]f the IMM can be modeled as/G/co. With a velocityv, the

expectation ofN,(t) is 2RvA,, P4, and the proof is similar to the
the network. . ‘ p . . .

one in Appendix B. The expectation service time of this queue,
3.3.1 Probability of APs Being Available i.e, the expected duration of an AP staying in the transmission

F he vi . f the AP. the IMM . ireul region of the IMM is%, which can be derived by the similar
rom t. e_V|ewpo_|nt of the Y the S er!ter Into a circu arsteps in Appendix B. According to the transition behavior of a
transmission region centering at the AP with a radRisand

M/G ueue, the probability distribution &(t) is
are serviced by the AP until they leave the transmission region./ [ea P y ®

Because the AP has onlychannels, therefore, the number of the P(N(t) = n) = e Nav Ng, (10)
IMMs in the AP at each time slot can be modeled as a queue n!
with J servers. Due to Poisson distribution of the IMMs, thisvhereN,, =nR2/lapPav is the average number of available APs.

ereN;(t) and N,(t) is the number of APs leaving and arriving
e transmission region of the IMM. We can find that this is a
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3.4 Queueing Model of Data 3.5 Minimal Required APs Network Density

To describe the dynamics of the queue in a typical IMM, we defifeecause the time-average service rate of an IMM is determined

the data queud(t) as the untransmitted data in the typical IMMPY its available APs, or the density of APs, it is necessary to know
at each time slot. The queudJ(t) evolves according to the minimal density of the APs which are able to support the
fundamental horizontal connection. In the following, we denote

U(t+1) = max[U(t) - u(t),0] + a(t). (11) the time-average service rai¢t) and arrival packeta(t) as
1 T
whereu(t) anda(t) is the number of successfully transmitted and uz Tlim T Z u(t)
the arriving packets at the time slotThe dynamic update rule in A= (16)
(11) satisfies following lemma which is useful while we analyze r

|
the performance of our proposed network association. a= Tlgrgo T a(t)
t=1

Lemma 1. For positive real numberX, Y, u, v satisfying Given @, the minimal required number of APs without the

assistance of vertical connection can be described by the following
theorem.

Theorem 1. Without the assistance of vertical connection, stability
of the data queud(t) cannot be guaranteed if

Y = max[X — 1, 0] +v,
then the following inequality holds [33]

Y2 < X2+ 12 + 0% =2X(u-v). (12) Ay < log(%ﬁ) /(nRzPavp) 17)

Proof: To maximize the mean service rate of the typical
IMM, the most intuitive way is to allow the typical IMM to utilize
Ps in the transmission region and other IMMs still utilize one
If the service rate with this strategy still cannot support the
packet arrival rate& of the IMM, then the execution of vertical

At each time slot, the service rate of the IMM is determined LA
by the number of accessed APs. The decision space of the WM
is denoted a®) : )

a N()}, if N(t) £ 0 connection is necessary to guarantee the tdta to be stable.
D, = { ’ (13) We denote the number of successfully serviced packets with fully-
{03 1f N(t) =0, utilizing-AP strategy at time asu,,.(t). Its average value is
whereN(t) is the total available accessible AP at time glaind By (1)) = i(l (- )n)e*Nav NZ,
n(t) € D, is denoted as the number of connected APs at the time maxAt — P n! (18)

slott.

Because an IMM can connect to one or multiple APs in the
same channel simultaneously, the capacity of the transmission limkereN,,, = 1R2 4, P, . In the following, we denot&(U,,.» (t))
can be regarded as a single-input-multiple-output (SIMO) channas,,, .
The capacity of SIMO witn(t) accessed APs can be expressed According to queueing theory, the stability of queues is not
aslog(1+ Zfz(’l) SIR). It means that the summation & Rs at guaranteed if the expectation of service rate is lower than that of
different links determines whether the outage happens or natrival rate. Thus, the queue is not stable if the following equation
Therefore, the,(t) non-outage probability witim(t) APs at time holds.
slott can be expressed as

=1-gNa,

1 R
Jim = Immnsgg;gﬁwmxm

n(t) =1 (19)
Pa()=P(> SIR > 6) <3
i:l(s ) (14) Substitute (18) into (19) and arrange it, then the proof finishes.
~1-P(SIR; < 8)" O
=1-(1-p"?,

. . . . 4 SCENARIO WITH HORIZONTAL ASSOCIATION
Because only one packet is transmitted in each time slot, tthN Ly

theu(t) can be expressed as
4.1 Problem Formulation

n(t)
Lif > SIR >0

Because a HPN may not always have remaining channels for
/ IMMs and IMMs may also move into the region where is out
i=1 . o
n(t) of coverage of a HPN like suburban area, it is necessary to
. explore efficient utilization of the limited number of APs without
0,if Z <.
i=1

ut) =

the assistance of vertical association. To support as more IMMs
as possible, the horizontal association should be designed to
Combing with (14), the mean number of serviced packets at tim@nimize the number of utilized APs in average. The first reason

t condition with a decisiom(t) is is to reduce the computation complexity in BBUs pool. Though
the combination of a large number of antennas results in a
E(u(t)|n(t)) = 1 - (1 —p)"®. (15) Dbetter multiplexing gain, it needs to run complicated algorithm
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like successive interference cancellation to decode the signals.

Second, more connected APs may increase the backhual load.

In an uplink scenario, all the received signal must be forwardtfjjz

to the combination point like BBUs pool to decode the signalls.

To decrease the burden on backhual networks, the desired num%

of connected APs should be just enough. On the other hand, as ALM) 2E[L({t+1)—L®)|U®)]. (24)

mentioned in the Section 3.1, an association scheme involves more o ]

control signal exchanges between not only IMMs and APs but al§§cerding toLemma 1, the following inequality always holds

core networks. Also, dgcreasing the utilization num_ber of APs can U2(t+1) < U2() + U2(t) + 22() — 2U (1) [u(t) — a(t)] . (25)

help to leave more available APs for other IMMs which may suffer

from some emergency like car crash. Taking expectation of the equation above with respect) (0,
To overcome these challenges, we formulate the horizonthenE(aU(t)) satisfies

network association problem without the vertical connection as > 2

the following dynamic optimization problem. BlAL®)] <E[u®)+a’(®)] ~2B UMD ~a(t)]

Proof: Here, we define thkeyapunov function asL(U(t)) =
(t) and the one-step conditionayapunov drift function AL(t)
grefined as

Horizontal Network Association Problem: <E[up. ) +a2M] -2E[UMub) -at)]  (26)
L = Biax —2E[U(t)(u(t) - a(t))]
min lim = Zn(t) Adding VE(n(t)) to both side of (26) and arrange it, we can
n(t)eD(t) T—oo T P (20) get

) 1 & E[aL(t)+Vn(t)] < 27)
subject to lim - ;E[U(t)l < oo, Boax + 2B [U(Da(t)] = E [2U(H)u(t) = Vn(t)].
In this dynamic optimization problem, we try to minimize thel he horizontal network association actually tries to minimize the
time-average number of utilized APs. From queueing theory,ight hand side of the equation above given thg). That is,
gueue is stable if and only if time-average service rate is larger max  ERUMUM —at) —Vn)Ut o8
than that of arrival rate. Therefore, this constraint is equivalent to n(t)eD(r) UBMD -a®) OO, (28)
u>a. Substitute (15) into (28) and choose the integer to maximize the
4.2 Proposed Horizontal Network Association equatlonlabove, we get therizontal petwork ass.ouatmn in (21).

) o The details of the proof are shown in Appendix A.

To solve the dynamic optimization problem, a common way IS \yg denote the optimal average utilization number of APs‘as

to model the problem as a MDP and apply the policy or valyg; the problem (20). Regarding tht) as the resulting random
iteration algorithm [34]. However, it may take a lot of time befor%rocess of the proposed scheme, then we can find that
the decision policy becomes stationary. Thus, this approach may '

not be appropriate for the mobile networks, which has highly E[aL(t)+Vn(t)]
requirement on the delay performance. Therefore, we present the < Bax —2E[u(t) —a(t)) + VE(n(t)] (29)
following horizontal scheme based on tha&ypunov optimization. < Byax — E[2U()(U(t) — a(t))] + VN*

Horizontal Network Association Scheme: At every time slot, ) _ S
given the observation of tHe(t), the number of APs(t) follows the second inequality comes from the fact of minimization in (28).

In—V Taking the time average frorh= 1 — o and rearrange the
; { " 30Op w 1 equation above, we can get the follows
in(1=p) o
In 52— In %— lim = » E[U(t)]
n(t) — 2U(t)p i < QU@)p) < N(t) (21) t—oo T ;
ln(l - p) ln(l - p) 2 2
v < Byax +VN* im (E(U T+1)-U (1)))
In 577~— =75
N(t),if L O | NG Ze  Toe T
n(1-p) Bonax + VE (limy e 4 51 N))
where [.] represents a ceiling function and > 0 is a control < e
parameter to weight the importance of the utilization of the APs. B, +V1 . 7RP
Here we need to note thaft) = 0 if the number of available APs = 2“” iy
€

N(t) = 0.
Theorem 2. With horizontal network association scheme in (21
the upper bound of the queue size satisfies

)which is the upper bound of the average size of the data queue
U(t). The second inequality comes from the fact that the IMMs
can at most access the all APs in the decision spgte

1 & Buax +VAapmR2P,, : : :
lim —ZE[U(U] < p7 ’ 22) . To prove the inequality (2_3), we mowveU(t) in (29) to the
Toeo T & 2e right hand side and take the time average ftom co
whereB,,qx = E(U2,, (1) +a%(t)) ande > 0 satisfiesE (u(t)) - 1w
E(a(t)) > €. The time-average utilization number of APs ap- TIE&T ZE[n(t)]V
proaches the optimal utilization numberand satisfies =1 ) 5 30
o EB[UAT+1)-U(1)] (30)
1 - Brax < Bax +VN' = lim
lim — Y E[n(t)] < n* + —2x (23) T—eo T
T—eo T - v < Bpax + VN,
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the last inequality comes from the fact thagueueis like a budget table. At each beginning of a time slot, an
limy— o w approaches t® if T goes to infinity. By IMM get a quotaN,,, on the utilization number of APs. The IMM
d|V|d|ng both S|des of (30) wit, we get the inequality (23). records the difference between utilization and the quots) ¢

00 Ng). This budget table is known ag&rtual queue. We denote this

From Theorem 2, we know that there is a tradeoff betweervirtual queue asX(t) and its update rule is

the utilization number of the available APs and the resulting
queue length. We can interprdt as the cost of utilizing the X(t+1) = maxX(t) = Nay, 0] +n(0) (33)
APs. By decreasiny, the size of the queue decreases but thghereN,,, is the average number of available APs in the environ-
utilization number of the APs increases. On the contrary, we carent. From the queueing theory, the stability of the qui(e
also decrease the utilization of the APs by increasiicbut it is
results in longer delay. N < Ngy, (34)

which is the constraint in (32). In this way, a time dynamic
5 SCENARIO WITH HORIZONTAL AND VERTICAL constraint problem can be converted into the stability problem

ASSOCIATION and all theLyapunov optimization can be applied.
5.1 Problem Formulation

Due to highly mobility of IMMs, the stability condition in (17) -3 Proposed Horizontal and Vertical Network Associ-
may not always hold. For example, a vehicle gets into tHf&ion
downtown or it is in the rush hours, the volume of vehicle3o improve end-to-end delay performances, reduction of control
flows increases significantly and the stability condition cannot Isignal plays an important role [10]. On the other hand, due
guaranteed. In such case, a possible solution is to buddah to the existence of a large amount of IMMs in a network, a
connectivity, by which, IMMs can connect to APs and a HPNsignificant portion of spectrum may be occupied by the control
simultaneouslyDual connectivity can offload some of data flows signal exchanges if all the IMMs ask for the service of HPN and
into the HPN network to reduce the burden of the AP network#us harm the delay performance. Therefore, vertical association,
The idea of utilizing HPNs to relieve the burden of data traffievhich introduces additional control signals between the IMMs and
can be traced back to [35]. However, the procedure of buildingtlae networks, should be triggered only if the delay requirement
vertical connection involves lots of information exchangeg,, of the data queue cannot be supported. To achieve this goal,
authentication, between IMMs and core networks as mentionee proposed a delay-aware vertical association based on the
in Section 3.1. To avoid the additional burden on core networkyapunov optimization, which ensures seamless connection for
and the complexity of vertical connections, IMMs should ndhe IMMs. To decrease the burden of the core network or BBUS,
aggressively execute vertical network association as possiblettas vertical association should be triggered by the IMMs instead
they can. of the network side.

We denotea(t) as the total arrival data at timenda, (t) < a(t) Vertical Network Association: At every time slot, given the
as the data transmitted through AP networks at tinTdhe amount observation olJ(t) and X(t), the number of accessing AmPt)
of a(t) —a,(t) is offloaded to a HPN network through the verticafollows

connection. The update rule of the data quege is o X0
. U(t)p
U(t+ 1) = max[U(t) = u(t), 0] + aa(t). (31) L = | <1
To minimize the average amount of data flowing through the I X0 X(t)
vertical connectionj.e., the HPN network, it is equivalent to n(t) = Up 1451 < "7y < N(t) (35)
maximize the time average @fs(t). Therefore, we formulate a In(1-p) In(1-p)
vertical network association problem as follovertical Network X(1)
Assocation Problem: .| ngmp
N(t),if il —p) > N(t))
T p
n(,)em(mfﬁl)ga(,) Tlfio T Z aa(t) The new arriving data are transmitted via the vertical association

wheneverU(t) > V/2, or else the arriving data are transmitted
through APs networks. Here we need to note ti(at = 0 if the

) L number of available APBI(t) = 0.
TIE&TZE[U(UJ <, The proposed vertical association scheme has the properties
described irTheorem 3.
wheref = limr_.., 1/T 37, E(n(t)) is the time-average utilization Theorem 3. We denote the ratio of the datas transmitted via
number of the APs and\,, is the average available APs. The yertical connection aB,. The upper bound d®, is
first constraint in (32) comes the fact that the average utilization

subject to N < Ngy (32)

number of the APs should not exceed the average available APs. S 5—_§A <1- Unmax _(B'”“_x +C’"“")/V, (36)
The second one is to guarantee the stability of the queue. a a
whered, =1im;—e % 31—, E(@a(1)), Bpax andC,qy are
5.2 Virtual Utlllzat|oh QL_Jeue | _ | B,y = ]E(uz(t)+a2(t))
To tackle the constraints in the dynamic programming problem in (37)

(32), a novel approach is to build thigtual queue [36]. A virtual Chax =E (Nazv + nz(t))
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The average size of queli@U(t)) is upper bounded by /2 + é é
B(alt). S =
Proof: The Lyapunov function is defined ad_(t) = U%(t) + | o . B’ | e B)
X2(t) and theLyapunov drift function is O [ - - § g § vONE—- - § . 3
; V)
AL() 2 E[L(t+1)= LOIU), X(D)]. (38) v v
According toLemma 1, the following inequality holds pe l
2 = 2 —y? Ml 7
E(aU?) = E[UXt+1)-U2) cormE— - § 5“5’
< Buax —2E[UOU() - a4(V)] (39) i 5
E(aX?) = E[X(t+1)-X*(1)]
< E [va +n3nax(t)] —2E[X(t)(Ngy — N(t))] Fig. 4: The traffic flows are switched to the HPN once the data
= Cpyux — 2E[X(D)(Nyy - ND)]., (40) qgueueU(t) is not larger tharv /2.
wheren,,..(t) is the utilization number of APs with the fully-
utilizing strategyn(t) = maxD(t)). Combining (39) and (40) then O
adding-VE(aa(t)) at both side, we get The illustration of the vertical association scheme is shiswn
E[AL(t)] - VE[aA(1)] < Bax + Comax — 2E[X()Nay ] Fig. 4. To follow First-Come-First-Service (FCFS) principle, the

(41) packets exceeding/2 are not directly switched into HPNs. In-
—2E[U®u(t) - XOn(D)] +E[2U(1)as(t) - VE(@4 (1)] stead, the first few packets are switched to the vertical connection
The proposed vertical association scheme is actually to minimigatil the total queu&(t) < V/2.
the right hand side of (41). GiveX(t) and U(t), we solve the
following two optimization problems.
n(g?&) E[U®)u(t) — XE)n®)|U ), X(1)] (42) 6 DELAY VIOLATION PROBABILITY
min E[2U(t)aa(t) —Vas(H)|U(t)]. (43) Effective bandwidth and effective capacity [37], [38] are shown
a4(r)<ale) useful to comprehend QoS in a time-varying wireless channel.
To maximize (43), we just need to check whethel(t)-V is  Recent years, the theories are also utilized to the QoS performance
larger than 0 or not. I2U(t) -V > 0, thenax(t) = a(t). Otherwise, of power control [39], radio resource allocation [40] and compu-
the IMM executes vertical connection to offloadt) to HPNs tational management [41]. In this section, we explore the QoS
(then a,(t) = 0). To get the results in (35), we can follow thestability of the proposed scheme from the viewpointefiéctive
similar procedures of the proof in Appendix A to maximize (42) bandwidth andeffective capacity.

With the proposed vertical association scheme, the following For user experience, we may not only care about the expec-

inequality holds. tation of a queue size but also the probability of a queue size
E[aL(t)] - VE[a+ A®)] < Buax + Crax " growing.largert.han athreshoBl This is called the delay violation
~ 2B [2X(0(Noy ~(1)] ~E2U U -ax®)] -Var, ) ProbabityPu.ie,
wherea?’ is the average data traffic flowing through APs network P,; £ lim P(U(t) > B). (47)
r—o0

with any other arbitrary horizontal association scheme. The in-

equality comes from minimization of right hand side of (41). Byro design a system which can guarantee atis smaller than

taking the time average on both side in (41), we get some required probabilitgffective bandwidth capacity theory is
T an useful tool [42].Effective bandwidth specifies the minimal

lim % Elaa(t)] > a”—m constant service rate that can support a given arriving data
Toe i (45) stream to satisfy the required delay violation probabiHffective
_q. . Bmax+Cuax bandwidth is defined as
max V .
- . . 1
Equality in (45) holds for every® with any arbitrary scheme. Es(s) £ lim glnE(e‘A“)), (48)

To minimize the gap between left hand and right hand side, we
seta’ = Unax. The E(Unax(t)) is the average service rate withwheres > 0 and A(t) is an accumulated data arrival process,

d-da

fully-utilizing APs as shown in (18). Due tB, = £ =2, we find Alt) = 22:0 aa(k).

The concept ofeffective capacity, which is the duality of
effective bandwidth, is defined as

a_
a
u

2

max — (Bmax + Cmax)/v (46)

= Ec(9) = lim —é InE (e*sS“)), (49)

The upper bound of expectation of data qu&gé(t)) comes
from the fact that the queue stops to access newly data and offloatiere St) = 3} _, u(k) is an accumulated serviced data from
these data to the vertical connectionift) > V/2. Therefore, the beginning to time slot. Effective capacity specifies the maximal
maximal size of the data queueVig2 + a(t). Takes the average of constant data arrival rate that the system can support such that the
it and the proof finishes. required delay violation probability can be satisfied.

<1
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Because a queue size at titdét) can be expressed &Kt) = Molbnﬁinyiff:ﬁme ,21;5 BBUs
A(t) — S(t), thus the delay violation probability,; can be further : A [LMW
i

expressed as
P, £ tlim P(U(t) = B)

tlim P(A(t)- S(t) > B)
SA(t) —sS(1)
_EEA)E(ES0)
< oF
We can take logarithm on the both sides and get

(50)

InPy; < lim In2 (€4©)) + Inz (4] - sB
1 -1
=tlim St(glnE(eSA(t)) - EIHE (e—SS(t)))_SB (51)
= lim st(Eg(S)— Ec(s)) — SB. ‘
t—o0

Above equation is meaningful only if there exists'a> 0 such Fig. 5: Time step diagram for thi@orizonal andvertical network

\\ @ @
| é @

that association.
Es(s’) = Ec(s"). (52)
Before finding the solution existence condition of (52), we first 2) IMMs inform the BBUs pool via one or multiple dis-
need to know that the mean of data arrival rate can be shown covered APs about the number of needed APs according
to be a = limy;_,0Eg(s) and the mean of data service rate is to (21) (without the vertical connection scenario) or (35)
U = limy_0 Ec(s). Second,effective bandwidth Eg(s) is an in- (with vertical connection scenario). If building a vertical
creasing function, thusffective capacity is a decreasing function connection is necessary, IMMs also inform the BBUs
[38]. Therefore, the solution exists onlyaf< U, which is also the pool in this phase.
condition that the solutions of the proposed problems in (20) and 3) At this moment, the BBUs pool chooses a set of APs
(32) exist. If the solution of (52) exists, we can further get through which the information comes from the IMMs
B and decode them. All the received signals are processed
Pvi<e™ " (53) by the BBUs pool, therefore, there is no need to inform

the IMMs about the APs which BBUs pool chooses.
4) The BBUs pool informs IMMs about the available chan-
nels in a HPN if the execution of vertical connection is
necessary.
IMMs start to synchronize with the (horizontal and verti-
cal) channels and then transmit data.

wheres* is a constant such th&g(s*) = Ec(s*). Therefore, we
can conclude the following theorem.

Corollary 1. If the stable condition inTheorem 1 is satisfied,
then the upper bound of the delay violation probability of 5)
the proposed scheme follows exponential decay function, even
without the assistance of the vertical network association.
On the other hand, to obtain the accurate value of non-outage
probability p in (5), a HPN can periodically broadcast this in-
7 DESIGN AND COMPLEXITY formation to all IMMs or via distributed density estimation [43]

7.1 Design Procedure among IMMs.

Generally speaking, a network association scheme in heteroge-
neous networks consists of three different phases. (1) discoverg Complexity Discussion
of newly encountered APs (2) decision on network connecti

(3) execution of the connection. In the first phase, APs shoS@ie discuss the algorithm complexity in this section. Our proposed
' al

L . . . orithm adopts a vehicle-centric approach to determine the
periodically advertise the control signals such as reference signa " . .
. . enough” number of the connected APs to avoid the complexity
to inform IMMs the existence of the APs. In the second phase, .
. . . .. coming from CoMP.
the decision about connecting to APs (horizontal connection) or . . - .
In the scenario of only horizontal network association avail-

to a HPN tical tion) i de. | d sch :
ca (vertical connection) is made. In our proposed sc em%’Ie, an IMM determines the number of connected APs by (21).

h IMM tively tri h decisi dure based . L ; .
cac proactively Triggers such decision procedure base ﬁé the necessary information likel(t) can be obtained from its

own information (size of their data queue) and discovery of t . A . . L .
( 9 ) v wc)‘gn information and environmental settivgandp. Similarly, in
N

APs. In the third phase, the data packets are routed to ne i0 with vertical network iat IMM determi
connected APs or a HPN if the vertical connection is needed. THis. Sccnar'o with vertical network association, an elermines
whether or not to connect with HPN solely depends on its

hase includes the authentication, authorizatebn, Because the : . . :
P \jeueing size being larger th&fy2 or not as shown in (35). In

procedure of establishing a vertical connection involves additioni% o
control signal exchanges, we maximize the data traffics flowi %e procedure of obtmmng the numbgr of (.:Onn.eCted.APS’ an.IMM
only needs to observe its own queueing size (including the virtual

through the APs in (32). . :
9 .( ) . q,iueueX(t)) and the environment settingandp.
lllustrated as Fig. 5, the proposed proactive network associa- The primary complexity comes from coordinating among
tion consists of the following procedures. 4 . .
gp IMMs, APs and HPNSs. It is no doubt that integrating all the
1) IMMs scan the control channels to find total availablenfrastructure resources to form a CoMP network is able to im-
APs in the dedicated channel. prove the overall performance. However, this approach also comes
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X 10-4 Maximal Data Rate (packet/s) for Stable Condition

Packet Arrival Rate = 50 (packets/s), AP densit;t(fs(llmz)
T T 1 .

14r /Q’Q/ 1 —— Upper boundX = 10<10_4) :

& ® o

a2 —— simulation & = 10x10 b} [ s
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% 12 10" upper boundX,, = 8<10°%) i ik
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Fig. 6: Maximal data rate to guarantee the stable conditiqt7ij

without the assistance of vertical association. Fig. 7: LargerV can be interpreted as higher cost of utilizing APs.
Thus, it results in a less service rate and a longer waiting time in
qgueue (delay).

with increased complexity due to additional authorization proce-

dures, pilots signals, synchronization issues and signal processing

Complexity increases with the number of APs [22]. Take this w(‘\

)

Average AP Utilization v.s. Delay

complexity into consideration, a load-aware approach to control —>— simulation b, = 8<10™)

the size of the CoMP also attracts other research’s interests [25].

.. Conventional

Handover Scheme —e— simulation I\V =6.510 4)

Based on the IMMs’ available information, such vehicle-centric 10} — simulation _=5<107%) |}
approach does not rely on frequent control signalling and thus \§ :

obtain better delay performance. To strike the balance between ;1 !

the complexity and the performance gain from CoMP, we propose 2 I

the algorithm to satisfy the delay requirements and simultaneously § , %

keep the utilization number of APs be as small as possible. 107k "\X

8 PERFORMANCE OF NETWORK ASSOCIATION 10°% e

SCHEME

8.1 Simulation Result 10“‘1 5 5 5 5 35
In the simulation, we use the parameters settingRas 200, Average AP Utilization

v =15, J =20, 6 = 3. Considering the Doppler shift effect, )
the coherence time is abofitns under the velocity = 15m/s Fig. 8: The proposed scheme can dynamically control the numbe
(55km/h) with a carrier frequenc@GHz. Therefore, we set the Of APs and thus can achieve a better delay performance.
duration of time sloms. We set the non-outage threshelé 3
to guarantee at least QPSK being reliably transmitted per symbol
time. Due to obstruction effect of the buildings, we set the patkdensity of APs and IMMs) is on the left-upper side of the line. We
loss exponent = 6. The total duration time of the simulation iscan find that the bottom right of the figure can support faster data
1000s and the iteration times is 500. In the vertical associatidfiansmission. It makes sense that each IMM can transmit faster
scheme simulation, we assume that each IMM can be alloca@igen more resource (available APs) with less competitors.
an independent channel from HPN thus each packet switched toIn Fig. 7, we illustrate the queue delay without the vertical
vertical association can be successfully transmitted in one tiragsociation scheme corresponding differéntalues. The time-
slot without interference. To avoid different processing time aiverage packet arrival rate #&= 50(packets/s). The engineering
the hardwares, the delay performance refers to the waiting timeaning ofV can be interpreted as the cost of utilizing an AP.
in queues. The additional delay caused by the coordination of téth the largeV, the fewer APs are utilized and results in a slower
multiple APs and the HPN in the backhaul networks are capturedrvice rate and longer waiting in a queue. We find that the delay
by the utilization rate. performance can be bounded by our analysis resulhaorem

To guarantee the stability of the queues under the scena?ioBy adjustingv, we get the desired delay performance solely by
without the assistance of the vertical network association, the mts¢ analytical results. In Fig. 8, we compared our scheme with
important thing is to ensure that the proposed scheme operates conventional handover scheme. The conventional handover
under the solution existing condition.€, Theorem 1). Fig. 6 scheme refers to that an IMM connects to only one AP. To obtain
illustrates the contour plot of the maximal packet arrival ratie best SIR, an IMM always connects to an AP with the shortest
corresponding to the different densities of APs. The numeric valdestance. We find that the proposed scheme outperforms the
on the line represents the maximal allowable data arrival rate. Tb@nventional handover scheme in terms of the delay performance.
stability conditions can be guaranteed only if the operating poiBecause the conventional scheme, which utilizes only one AP,
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AP density A = 5 107%(1/m?), vehicle density A =5 x 10™*(1/m?)

Probability of vertical association v.s Delay
1 T T T

Upper bound @ = 150 (packets/s) “fp\",‘ —+— Proposed Scheme @ = 90 (packets/s)
0.9 —Pp— Simulation @ = 150 (packets/s) H | o —e— Proposed Scheme @ = 120 (packets/s)|

Upper bound @ = 120 (packets/s) > K —p— Proposed Scheme @ = 150 (packets/s)
0.8 —#— Simulation @ = 120 (packets/s) [ N2

Upper bound @ = 90 (packets/s)
0.7 —o6— Simulation @ = 90 (packets/s)

Probability of vertical association
Delay(s)

-
Always-Keep-Vertical Handover

10 10 10° 10 10 10°
V value 0 0

.2 0.4 0.6 0‘.8 1

Probability of vertical association

Fig. 9: The packet arrival rate exceeds the maximal allowable

arrival rate, building a vertical association becomes necessary eV&. 11: Due to the integration of the distributed APs and HfP,

if V goes to infinity. proposed scheme can reach the same delay performance as that of
always utilizing HPN.

AP density ) = 5 10"/, Vehicle densitk, = 5x 104(1/m’)
168 . - -

ences a smaller delay if valdéis small. This benefit comes from
that the data with larger packet arrival rate utilizes more vertical
resources iV is small, as shown in Fig. 9. ¥ increases, IMMs
tend to utilize more horizontal association. The average delay with
] the smallest packet arrival rate first reaches stability, even without
the assistance of vertical association.

In Fig. 11, we compare our proposed proactive network asso-
ciation with the conventional handover and a scheme with always

S e i

Z /—eree-e%e%eeo

Delay (s)

Delay Upper bound @ = 150 (packets/s)
Delay Upper bound @ = 120 (packets/s)

Delay Upper bound @ = 90 (packets/s)
—p— Simulation @ = 150 (packets/s)
—+— Simulation @ = 120 (packets/s)

—e— Simulation @ = 90 (packets/s)

100 10°
V value

10

maintaining a vertical connection. In the conventional handover
scheme, each IMM connects to only one AP or switches to a HPN
if there is no available AP in the service region. In such way, the
transmission rate for an IMM cannot support the data arrival rate
and thus results in large delay performance. With our simulation

setting, the probability of without APs is onfy018, i.e., probabil-
Fig. 10: IfV is small, the IMMs with larger average packet arriva'I%Of cc_)nhnectlﬂg tfcl) a_Ele IS 0'0;8' Even thollngh there arr1e enour?h
rated can slight benefit from frequent utilization of the vertical s, without the flexible ngtwor resource a_ocatlon S.C eme, the
association. ow delay performance still cannot be achieved. With always-
keeping vertical connection approach, an IMM always keeps a
vertical connection with a HPN and horizontal connections with
. . . APs, which achieves the best delay performance. However, such
lacking flexibility, the queue cannot be alleviated successfull .
lways-connected approach may occupy all the radio resources

However, if we consider the proposed multiple-to-multiple net- . : . .
work association, the delay performance can be improved Iargeefnd not be acceptable in the practical scenario, especially when the
’ nount of IMMs is large. By fully utilizing the available APs, the

It should be noted that the proposed scheme can dynamicé'ﬂ osed proactive network association successfully compromises
adjust the number of the connected APs. It connects more A sp P y P

. . . best possible” scenario with less vertical associations and thus
only if the size of queues keep growing. Therefore, the propos - . - . .
. S - ess control signal exchanges in a dynamic operating environment.
scheme also achieves AP-utilization efficiency.

In Fig. 9, we illustrate the probability of executing the pro-
posed vertical associatio®, with different@ and V. According 8.2 Simulation with Real Mobility Data
to the figure, we can find tha&, is smaller if the value oV is In the previous simulations, the mobility model of the IMMs can
larger. However, if the packet arrival rafieexceeds the maximal be regarded as that all the IMMs do not follow a certain pattern
allowable rate of the stable condition in (17), the execution @t run in an arbitrary direction. This simulation environment is
vertical association becomes necessary no matter how\aige more similar to the suburban area. Therefore, the spatial distri-
By limiting V — o in (46) andP, = 1 — “z«x which means that bution of the available APs almost follows identical independent
the ratio of data shall be directed to the vertical association if @istribution {.i.d) and the expected performance can be reached.
IMM utilizes all the available horizontal APs. We also care about the performance in the urban area, where the

Fig. 10 shows the average delay corresponding to differevghicles follow the specially designed city roads. In this section,
packet arrival rates. It shows that all the delays are upper boundes utilize the practical taxi mobility data to further verify the
by the bound provided iffheorem 3. In the figure, an interesting proposed vertical and horizontal network association scheme. The
phenomenon is that the data with larger packet arrival rate expeexi mobility data are collected from the operating taxis in the
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Example of Taxi Mobility Example of Variation of Queue (V = 250)
140, T T T T T T
5 . I
S 2% 4 0% GPS | ocation: , « C >
25000 T VAR LF ¥ SE 5 120
LAY 116.4151, 39.8725# \
AN *f,; * *:*%i;;* o T € 100 The taxi goes into the area
2000 ﬁﬁm % ‘i R RS T ) lack of the enough APs to suipport
AR A by e the arrival data.
*x K * ’éé x ¥ T R K T >
%**ﬁ * *ﬁ“*f* *;@j %** %80,
£ 100 HaS R T L e T e S
o ox%, |y * ¥ ¥ K A -
* Q}ﬁki **;g * ko Ky ¥ **ﬁw iﬁ; & o 60
1000 *p f */;j% M’%& i }g* A, e .g
Tl R ST L
500 kB T R *ﬁi& %***i%j* .
* *
* e iﬁﬁ@ﬁ%& i%%ﬁg%—fgf* — yﬁm
(013 ﬁi*fﬁ :i i*%%‘gﬁ ** * :ﬁ% **i * ****** :* | .
: ‘ ‘ ) ‘ ‘ . 1 15 2 25 3 35
0 1000 2000 msooo 4000 5000 Time Slot (5ms) 1
Fig. 12: Example of taxi mobility. Fig._l4: The size of queue may increase fast until it triggkes t
vertical network association.
g:omparison Between Practical Taxi Data and Simulation Resu
10 : . . . .
- : the taxis leave this area. If we Sétlarge, the taxi cannot utilize
—+— Practical Taxi Datj : : h ical K L. . di | d th |
o Simulation Result . t e vertical network association imme iately and thus results
e in worse delay performance. This phenomenon can be better
A . N . . . . .
explained with the delay violation analysis. Fig. 15 illustrates
. the delay violation probability under different violation thresholds
% without the vertical network association. Because different value
% 107t of V results in different service rates of the data queues, the
o | delay violation probability can be upper bounded doy? with
different s. However, asV increases, this upper bound may not
work anymore, like the lin&/ = 250. In Fig. 15, due to the taxis
going around in an area without enough APs. The success of
data transmissions thus highly depends on the vertical network
162 ‘ association. For smallev, the threshold to trigger the vertical
10' 10° 10° network association is smaller, and hence the size of queue drops
\Y

quickly even if the taxis are in this kind of areas. In Fig. 16,

Fig. 13: The reason for the performance loss is that the tayi € comp;grgdthw;tftwhthe r?sults with the |d_ea_¢|l m_cf)vttke]metr?t que.
go into the area lack of APs sometimes. € can in at the performances are simnar 1t e tnggering
threshold of vertical network association is smallMfis large

(V = 150,250 in Fig. 16), the simulation results are better than the

Beijing from 2012/11/01 to 2012/12/31. We randomly choose 1¢J'S With practical taxi data. This result shows that if the movement
|%k5|mllar to the ideal movement, like on the highway or suburban

taxis t.o §|mulate the queues variation W'th the prqposeq netwoe vironment, the distributed APs can support the arriving data
association scheme and compare them with the simulation resu\r’[]s

) . . . . aé)ne. However, if the environment is similar to the urban area (as
in the previous section. Fig. 12 illustrates a randomly select&an - - L
. L . ? e practical data), the vertical network association plays a more
taxi. The red line is the reported location of the taxi and the
. . . Important role to guarantee the delay performance. Consequently,
blue star points are randomly distributed APs in the netWOIikn o e A X
. o . s . . e largerV may result in insufficient utilization of the vertical
with distribution density5x 107(1/n¥) and the service radius network and the delay violation probability cannot be guaranteed
is 200(m). The GPS location of the starting point is longitude y P y g '
116.4151 and latitude39.8725. The distribution density of APs
Aap 18 5% 1073(1/m?) and the service radius of each AP is 200(m).
Fig. 13 illustrates the delay performance with data arrival raff CONCLUSION
90 (packets/s). Compared with the simulation environment, we cém this paper, a proactive network association scheme that can
find that the taxis suffer from little performance loss especially grovide multiple-to-multiple switches are proposed. We regard
V is large. It is the reason that some taxis may go around #re network association as dynamic resource allocation in het-
area without enough APs. We need to know that lakjeneans erogeneous networks, with two different types of resourhes:
less utilization of vertical network association in the scenario witlzontal and vertical associations. This resource-allocation-based
the assistance of the vertical network association. In the situatiapproach is quite different from conventional network association
where there is no enough AP, the vertical network association handover technology in cellular networks. The corresponding
providing ubiquitous connection service plays an important roldynamic resource allocation problems are proposed to utilize radio
As shown in Fig. 14, the APs cannot support all the arrivingesources in the most efficient way. To solve the proposed dy-
data sometimes. The size of the queues may increase rapidly umiinic optimization problem, we take the advantagéyafpunov
reaching the threshold of triggering vertical network association optimization to provide IMMs with insightful decision schemes to
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and the optimal solution a&s*. The optimal solution should satisfy

two conditions. The first is
f(N)— f(N"+1)
2 =201 -(1-p")-VN*
g ~QUOA -1 =PV ") =V(N+1))
T =20 (1-pV'p+V=>o0.
c
S
S ol : V=50 We thus get
> V=75 . lnﬁ (54)
-5 —<—V =100 = T 1 o~
1o ' e V=150 | In(1-p)
165° ‘ ‘ ‘ V=250 The second condition is
0 20 40 60 80 100 .
Violation Threshold (B) f(N)-f(N"=1)=2U@t)(1-(1- p)N )-VN*
N*-1 *
Fig. 15: Illustration of the violation probability withouté vertical -@Una-a —*p) )=V(N"-1))
network association. =20)1-p)N 'p-V 0.
Then we get

10°

\%4
. ey

_—ln(l—p)+1' (55)

Combining (54) and (55), we get

>
510 1% 1%
g nswor e . Mo
- mi-p =" “Wa-p " (56)
& 107 n(1-p) n(1-p)
8
g fHve1w (21) can thus be obtained. O
S 1g¢l| V=50
> —=—V =150

—b—V =250

o[ | —V =10 (deal)

10 "E| —o—v =50 (Ideal)

—=—V =150 (Ideal

—+—V =250 (Ideal
; ;

APPENDIX B

T o 1 5 1w For each IMM enters into the transmission region with an angle
Violation Threshold B 0, the service time.e., the duration staying the circular region in
Fig. 17, can be expressed as

0 2 4

Fig. 16: Comparison of the violation probability of the ideald
practical movement data with the assistance of vertical network ZRCOSQ.
association. v

Because of homogeneous property, the projection of the arrival

IMMs on the vertical axis follows uniform distribution. That is,
guarantee the low-latency and ultra-reliable communication withe probability of an IMM arriving with an anglé is Reosods _

efficacious utilization of limited distributed APs and HPNs Simulc()sgdg. Therefore’ the expected duration of an IMM Staying in
taneously. The proposed proactive network association utilizesh@ circular transmission region is
minimal number of APs and trigger the vertical association only
if it is necessary, which profits by less information exchanges 2 2Rcosf Rcosé 7R
; D : L do = —.
and thus reduction of the delay in highly dynamic operation like 0 v R 2y
vehicular networks.

To derive the expected arrival rate of the IMMs with a velocity
v, we need to refer to the Fig. 17. We first calculate the “area
increased” rate as shown in the shadowed area in Fig. 17. In the
ACKNOWLEDGEMENT figure, the incremental area at the anglis Rvcos 6dt. To obtain

This work was supported in part by the Hong Kong, Macao arme shadowed area, we integratrom -3 10 5.

Taiwan Science and Technology Cooperation Projects under Grant z
(2016YFE0122900 and 2014DFT10320). /” Rcosdvdadt = 2Rvdt. (57)
2
The spatial distribution of the APs follows a PPP with density
APPENDIX A Aqp but not all the APs have remaining channels for the newly
arrival IMMs. We denote the probability of an AP being available
Proof: We definef (n(t)) as the objective function in (28) asP,,, i.e, the probability that not all channels are occupied
by the IMMs. Therefore, the effective densityAg,P,, and the
f(n(t)) = 2U(t)(1 — (1 - p)"?)-Vn(t), expected arrival rate of the IMMs ERvA,,,P,, .
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